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https://openai.com/blog/ai-and-compute/
https://www.top500.org/
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Industry leading HPC & ML frameworks for portability

Standard Math and Communication Libraries

C/C++, Python, Fortran

✓ ✓

✓ ✓

✓ ✓

✓ ✓

AMD

CPU GPU

Profilers, Tracers, and Debuggers
for Developers System management for IT
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cores per socket

Up to

Memory 
channels

L3 cache

Up to

See MLN-001 and MLN-016
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32 MB 
L3

7003 (“Milan”)

Z3 L2 Z3L2

Z3 L2 Z3L2

Z3 L2 Z3L2

Z3 L2 Z3L2

16MB L3

7002 (“Rome”)

Z2 L2 Z2L2

Z2 L2 Z2L2

16MB L3
Z2 L2 Z2L2

Z2 L2 Z2L2

EPYC 7002 & 7003 DIE MCM (8 CCD + 1 IO)

The information contained herein is subject to change without notice. 
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(Not Compatible With Naples MB)
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▪

▪

▪

▪

▪

▪

▪

▪

“F” PERFORMANCE PER CORE OPTIMIZED  *Max boost for AMD EPYC processors is the maximum frequency achievable 
by any single core on the processor under normal operating conditions for server systems. 
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COMMENTS:

▪ More CCDs provide increased memory BW

▪ PCIe and Infinity fabric assigned per NUMA. 
Check CTX-6 affinity

▪ NPS4 shown; NPS2 and NPS1 also possible

▪ NPS4 provides highest memory bandwidth 
compared to NPS2 or NPS1

▪ Data Fabric (DF) Speed has been increased 
from 1467MHz (Rome) to 1600MHz (Milan)

▪ 1600MHz is ‘coupled’ to 3200MHz, i.e. it is 
exactly 2 cycles in 3200. Extra memory bw
increase derives from both increased DF 
speed and coupled mode.
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[jason@milan003 ~]$ hwloc-ls | less // Shows a snip from hwloc-ls //

Group0 L#2

NUMANode L#2 (P#2 63GB)

L3 L#4 (32MB)

L2 L#32 (512KB) + L1d L#32 (32KB) + L1i L#32 (32KB) + Core L#32 + PU L#32 (P#32)

L2 L#33 (512KB) + L1d L#33 (32KB) + L1i L#33 (32KB) + Core L#33 + PU L#33 (P#33)

L2 L#34 (512KB) + L1d L#34 (32KB) + L1i L#34 (32KB) + Core L#34 + PU L#34 (P#34)

L2 L#35 (512KB) + L1d L#35 (32KB) + L1i L#35 (32KB) + Core L#35 + PU L#35 (P#35)

L2 L#36 (512KB) + L1d L#36 (32KB) + L1i L#36 (32KB) + Core L#36 + PU L#36 (P#36)

L2 L#37 (512KB) + L1d L#37 (32KB) + L1i L#37 (32KB) + Core L#37 + PU L#37 (P#37)

L2 L#38 (512KB) + L1d L#38 (32KB) + L1i L#38 (32KB) + Core L#38 + PU L#38 (P#38)

L2 L#39 (512KB) + L1d L#39 (32KB) + L1i L#39 (32KB) + Core L#39 + PU L#39 (P#39)

L3 L#5 (32MB)

L2 L#40 (512KB) + L1d L#40 (32KB) + L1i L#40 (32KB) + Core L#40 + PU L#40 (P#40)

L2 L#41 (512KB) + L1d L#41 (32KB) + L1i L#41 (32KB) + Core L#41 + PU L#41 (P#41)

L2 L#42 (512KB) + L1d L#42 (32KB) + L1i L#42 (32KB) + Core L#42 + PU L#42 (P#42)

L2 L#43 (512KB) + L1d L#43 (32KB) + L1i L#43 (32KB) + Core L#43 + PU L#43 (P#43)

L2 L#44 (512KB) + L1d L#44 (32KB) + L1i L#44 (32KB) + Core L#44 + PU L#44 (P#44)

L2 L#45 (512KB) + L1d L#45 (32KB) + L1i L#45 (32KB) + Core L#45 + PU L#45 (P#45)

L2 L#46 (512KB) + L1d L#46 (32KB) + L1i L#46 (32KB) + Core L#46 + PU L#46 (P#46)

L2 L#47 (512KB) + L1d L#47 (32KB) + L1i L#47 (32KB) + Core L#47 + PU L#47 (P#47)

HostBridge

PCIBridge

PCI 21:00.0 (InfiniBand)

Net "ib0"

OpenFabrics "mlx5_0"

-

-

[jason@milanLogin ~]$ seq -s , 0 2 127

0,2,4,6,8,10,12,14,16,18,20,22,24,26,2

8,30,32,34,36,38,40,42,44,46,48,50,52,

54,56,58,60,62,64,66,68,70,72,74,76,78

,80,82,84,86,88,90,92,94,96,98,100,102

,104,106,108,110,112,114,116,118,120,1

22,124,126
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AMD 

Optimizing 

CPU 

Compilers

AMD EPYC SOFTWARE DEVELOPMENT ENVIRONMENT

PERFORMANCE 

LIBRARIES

PERFORMANCE 

COMPILERS

PLATFORM 

COMPILERS

DEVELOPER 

TOOLS

AOCC

AMD Optimizing 

CPU LibrariesAOCL µProf

GDB
GNU debugger

Performance & 

Power Profiling 

Tools

JAVA

Use AMD tools for best performance and code efficiency on EPYC CPUs

Compilers → focus on delivering the best out-of-the-box code generation for C, C++, Fortran, Java

Libraries → support common kernels for core math, solvers and FFT

Profiling tools → enable developers to access the full capabilities of EPYC CPUs

All tools available at developer.amd.com

ZenDNN CPU Inference 

Acceleration

Package Manager integration (e.g. Spack)
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SPACK:  AOCC-OPTIMISED INSTALLATION

-

-

-

https://developer.amd.com/spack/

https://developer.amd.com/spack/
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SPACK:  AOCC-OPTIMISED INSTALLATION

[jason@MilanLogin ~]$ spack list amd

==> 8 packages.

amdblis amdfftw amdlibflame amdlibm amdscalapack bamdst llvm-amdgpu namd

[jason@MilanLogin ~]$ spack list aocc

==> 1 packages.

aocc

spack install stream %aocc@2.3.0 +openmp cflags="-O3 -mcmodel=large -DSTREAM_TYPE=double   \

-mavx2 -DSTREAM_ARRAY_SIZE=2500000000 -DNTIMES=10 -ffp-contract=fast -fnt-store"

spack load stream



AMD EPYC™ CPUS:  
APPLICATIONS
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Sector Problem Set Example Code Set (not exhaustive)

Automotive ➢ Computational Fluid Dynamics (CFD)
➢ Structural Codes (‘Finite Element Analysis’ - FEA)

➢ StarCCM+, OpenFOAM, …
➢ LSDYNA, NASTRAN, ABAQUS, …

Aerospace Same problem set as Automotive Same code set as Automotive

Oil and Gas ➢ Reservoir
➢ Seismic

Often rely on ISV codes. Some have 
their own inhouse solvers

Weather Weather Forecast and Climate Modelling WRF, UFS, GFS, Unified Model, …

HPC Centers, 
including Academia

Wide range of codes: Molecular Dynamics, 
Quantum Chemistry, weather, CFD, inhouse codes

GROMACS, NAMD, CP2K, LAMMPS, 
VASP, WRF, OpenFOAM, inhouse, ….

Government Labs Security conscious (SME?); all problem sets above 
may apply

Any of the above + inhouse codes

The following domains are where AMD typically performs well in HPC. 

VERY STRONG coverage across all real workloads (Life Sciences investigation starting 21Q2)
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water_1536

Higher is Better CHAR-SUT-01, CHAR-APP-01
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Higher is Better,  Rome 7742 = 100%

Compare 7742 v 7713 v 7763

0%

20%

40%

60%

80%

100%

120%

Milan vs Rome

7742 7713 7763

7713 7763

WRF 6% 7%

openFOAM 7% 7%

VASP - 14%

CP2K 9% 14%

QE 9% 19%

NAMD 3% 16%

LAMMPS 2% 12%

GROMACS 7% 22%

HPL -14% 4%

HPCG 10% 10%

Relative to 7742

CHAR-SUT-01, CHAR-APP-01
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-30%

20%

70%

120%

170%

220%

MPI+OpenMP Milan vs Rome

7742; 1 MPI/CCD + 8 OMP 7742; 1 MPI/L3 + 4 OMP

7763; 1 MPI/CCD + 8 OMP 7763; 2 MPI/CCD + 4 OMP

Higher is Better

Compare relative performance between 

2nd Gen EPYC 7742 and 3rd Gen EPYC 

7763 with all cores active per CDD but 

with differing MPI + OMP layout∆ :

• 7742: 1 MPI /CCD x 8 OMP *

• 7742: 1 MPI / L3 x 4 OMP

• 7763: 1 MPI / CCD x 8 OMP

• 7763: 2 MPI / CCD x 4 OMP

→ Milan improves on Rome

*Normalise to ‘1’ and compare
∆ OpenFOAM and VASP are MPI only

CHAR-SUT-01, CHAR-APP-01

32
MB 
L3

Z3 L2 Z3L2
Z3 L2 Z3L2
Z3 L2 Z3L2
Z3 L2 Z3L2

16MB 
L3

Z2 L2 Z2L2
Z2 L2 Z2L2

16MB 
L3

Z2 L2 Z2L2
Z2 L2 Z2L2
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2 competing system-level choke-points:

❑ Bandwidth to main memory

❑ ‘Compute Bound (‘frequency’)

These are mutually exclusive to each other

Perform roofline analysis to confirm where hot-

routine lands (red circle)

We have performed this analysis on a number 

of popular HPC codes across CFD, Weather, 

Quantum Chemistry, Molecular Dynamics: 

Codes are memory bound or borderline 

→ HPL (compute bound) is *NOT* a good proxy 

for scoping job-throughput on realistic 

workloads.

→ Use memory-bound synthetics: HPCG or 

STREAM

LAMMPS, EMA

Footnote: CHAR-SUT-02, single core



© Advanced Micro Devices Inc | All Rights Reserved

Some analysis undertaken 

within Centre of Excellence.

Used Intel system:

- Compiled with AVX2

- Compiled with AVX512

HPL is ‘compute bound’

Theoretically;

AVX512 = 2x  AVX2

Some improvement over 

AVX2 …

… but extra core count on 

EPYC™ CPUs will make up 

difference in performance

Ref: Intel-AVX512-Settings
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Developer Hub:

http://developer.amd.com

o Download compilers, math libraries, uProf profiling tool

o User guides

AMD Tech Docs & White Papers Site:  
https://www.amd.com/en/processors/server-tech-
docs/search?f%5B0%5D=product_type%3Aepyc_7003&f%5B1%5D=server_document_category%3A14241

o Solution Briefs

o Performance Briefs

AMD HPC Tuning Guide for 7003 ‘Milan’ Processors
https://www.amd.com/system/files/documents/high-performance-computing-tuning-guide-amd-epyc7003-
series-processors.pdf

http://developer.amd.com/
https://www.amd.com/en/processors/server-tech-docs/search?f%5B0%5D=product_type%3Aepyc_7003&f%5B1%5D=server_document_category%3A14241
https://www.amd.com/system/files/documents/high-performance-computing-tuning-guide-amd-epyc7003-series-processors.pdf
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CHAR-SUT-01:

System Gigabyte MZ62-HD0-00

BIOS version M04 (AGESA 1.0.0.2)

Operating System CentOS 8.3

Kernel 4.18.0-240.22.1.el8_3.x86_64

OFED 5.2.2.2

Memory 16 channels x DDR4-3200 32GB R2

For 2nd Gen EPYC™ v 3rd Gen EPYC™ comparisons, the 

above System config was used with either a 2nd Gen 

EPYC™ 7742 CPU or 3rd Gen EPYC™ 7713/7763 CPU as 

appropriate

BIOS was set per the HPC Tuning Guide, and altered 

accordingly for the tests herein

CHAR-SUT-02 YYY UPDATE):

System 'Daytona'

CPU 7742, Rome

BIOS version 5.14, 08/15/2019

Operating System CentOS 7.6

Kernel 3.10.0-957.10.1.el7.x86_64

OFED MLNX_OFED_LINUX-4.7-3.2.9.0

Memory 16 channels x DDR4-3200 32GB R2

SMT=OFF,, Boost=ON, C2 disabled, Determinism 

Slider=Power, CPU governor=Performance
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CHAR-APP-01

LAMMPS, 29-OCT-20 lj

AOCC+AOCL: -g -O3 -march=znver2 -ffast-math -ffp-contract=fast -DNDEBG -pthread -fopenmp -std=c++11

VASP, 6.1.2 GaAsBi-64 (VASP guide refers to –02 and not –O3 as default optimisation level)

Intel: -O2 -assume byterecl -w -march=core-avx2 -fma -mavx2 -mfma -free -names lowercase -mkl=sequential -qopenmp -lmkl_blacs_openmpi_lp64 -lmkl_scalapack_lp64

CP2K, 7.1 H20-256

AOCC+AOCL compile Line: -O3 -march=znver3 -ffast-math -fopenmp -ffree-form -Hx,47,0x10000008 -Mbackslash

Quantum Espresso, 6.5 AUSURF112

GCC+AOCL compile Line: -O3 -march=znver2 -ffast-math -fopenmp

WRF, 3.9.1.1, CONUS 2.5KM
AOCC: -march=znver3 -ffp-contract=fast -mavx2 -mfma -mprefer-vector-width=256 -Ofast -ffast-math -fopenmp -m64 -w -finline-aggressive -fPIC

OpenFOAM, 2012, Motorbike 42m cells
GCC: -O3 -march=znver2 -mfma -ffp-contract=fast -funroll-loops -fno-signed-zeros -fno-trapping-math -fno-math-errno -ffinite-math-only -fno-rounding-math -fno-signaling-nans -fcx-limited-range -fexcess-

precision=fast

GROMACS, 2020.4 water_1536
AOCC+AOCL: -DGMX_DOUBLE=0 -O3 -Ofast -g -m64 -march=znver3 -fPIC -ffast-math -ffp-contract=fast -Wno-deprecated-copy -Wno-error=deprecated-copy

--gcc-toolchain=/usr -O3 -DNDEBUG -mavx2 -mfma -funroll-all-loops -pthread -fopenmp=libomp

NAMD, 2.14
AOCC+AOCL: -optimize -production -DCMK_OPTIMIZE -O3 -Ofast -g -m64 -march=znver3 -fPIC -ffp-contract=fast -fopenmp -Wno-deprecated-register

-Wno-non-c-typedef-for-linkage -mllvm -inline-threshold=3000 -finline-hint-functions -mllvm -inlinehint-threshold=10000 -finline-functions
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CPU Intel(R) Xeon(R) Platinum 8280 CPU @ 2.70GHz, 28 cores, 2 

sockets

Motherboard Supermicro X11DPT-B 1.02

Memory DDR4 2933MT/s, 376GiB

BIOS American Megatrends Inc. v3.1 04/30/2019

Kernel 4.18.0-193.el8.x86_64

CPU frequency Performance governor, intel_pstate driver, boost active

Hyperthreading On

Compiler ICC/IFORT 19.1.2.254 20200623

Math Library Intel MKL 2020.2.254

AVX2 flags -O3 -xCORE-AVX2

MKL_ENABLE_INSTRUCTIONS=AVX2

AVX512 flags -O3 -xCORE-AVX512 -qopt-zmm-usage=high

Codes versions GROMACS v2021.1

Quantum Espresso v6.7

VASP v6.2.0

WRF v4.2.1

NAMD 2.14, NAMD v2.15alpha1

LAMMPS stable_29Oct2020
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MLN-073K: Based on SPECrate®2017_int_base on 02/20/2021, a server powered by two 64c AMD EPYC 7763 CPUs has a score of 819 in a compliant result run on an ThinkSystem SR645; 
with Memory: 2 TB (32 x 64 GB 2Rx4 PC4-3200AA-R), OS: SUSE Linux Enterprise Server 12 SP5 (x86_64) Kernel 4.12.14-120-default; Compiler: C/C++/Fortran: Version 3.0.0 of AOCC.  Versus 
the current  highest score Intel Cascade Lake Refresh server with a score of 397 using 2P Intel Gold 6258R, https://spec.org/cpu2017/results/res2020q3/cpu2017-20200915-23981.pdf. 
SPEC®, SPECrate® and SPEC CPU® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.

MLN-074K: Based on SPECrate®2017_fp_base on 02/20/2021, a server powered by two 64c AMD EPYC 7763 CPUs has a score of 636 a compliant result run on an ThinkSystem SR665; with 
Memory: 512 GB (16 x 32 GB 2Rx4 PC4-3200AA-R); OS: Red Hat Enterprise Linux release 8.3 (Ootpa); Compiler: C/C++/Fortran: Version 3.0.0 of AOCC.  Versus  the current highest score Intel 
Cascade Lake Refresh server with  a score of 309 with a 2P  Intel Gold 6258R based server, https://spec.org/cpu2017/results/res2020q3/cpu2017-20200915-23979.pdf. SPEC®, SPECrate® and 
SPEC CPU® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.

MLN-044A: SPECjbb®2015-MultiJVM critical-jOPS comparison based on highest system results published as of 03/11/2021. Configurations: 2x AMD EPYC 7763 (301297 SPECjbb2015-
MultiJVM critical-jOPS, 359067 SPECjbb2015-MultiJVM max-jOPS,   https://spec.org/jbb2015/results/res2021q1/jbb2015-20210224-00610.html) versus 2x Intel Xeon Platinum 8280 (138942 
SPECjbb2015-MultiJVM critical-jOPS, 169,598 SPECjbb2015-MultiJVM max-jOPS, https://spec.org/jbb2015/results/res2019q2/jbb2015-20190314-00428.html) for 117% higher [~2.2x the] 
performance.  SPEC®, and the benchmark SPECjbb® are registered trademarks of the Standard Performance Evaluation Corporation. Learn more at spec.org.

MLN-001: AMD EPYC™ 7003 Series processors require a BIOS update from your server or motherboard manufacturer if used with a motherboard designed for the AMD EPYC™ 7002 Series 
processors. A motherboard designed at minimum for EPYC 7002 processors is required for EPYC 7003 Series processors.

MLN-016: Results as of 01/28/2021 using SPECrate®2017_int_base. The AMD EPYC™ 7763 a measured estimated score of 798 is higher than the current highest 2P server with an AMD 
EPYC™ 7H12 and a score of 717, https://spec.org/cpu2017/results/res2020q2/cpu2017-20200525-22554.pdf. OEM published score(s) for 3rd Gen AMD EPYC™may vary. SPEC®, SPECrate® 
and SPEC CPU® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information. 

MLN-071K: Based on SPECrate®2017_int_base on 02/20/2021, a server powered by two 64c AMD EPYC 7763 CPUs has a score of 839 which is higher than any currently posted SPEC 2P 
server score. Per socket score would be 839/2=419.5 which is higher than any 1P server score. This is a compliant result run on an ASUS RS720A-E11(KMPP-D32); with Memory: 1 TB (16 x 64 
GB 2Rx4 PC4-3200AA-R); OS: SUSE Linux Enterprise Server 15 SP2 (x86_64) Kernel 5.3.18-22-default; Compiler: C/C++/Fortran: Version 3.0.0 of AOCC. SPEC®, SPECrate® and SPEC CPU® are 
registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information. 
EPYC-22: For a complete list of world records see http://amd.com/worldrecords. 

http://amd.com/worldrecords
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MLN-057K: Based on SPECrate®2017_int_base on 02/20/2021, a server powered by two 8c AMD EPYC™ 72F3 CPU has a measured estimated score of 176 with a per core score of 11.00 
which is a higher per core performance score than any currently posted in any SPEC.org publication. SPEC®, SPECrate® and SPEC CPU® are registered trademarks of the Standard Performance 
Evaluation Corporation. See www.spec.org for more information. 

EPYC-22: For a complete list of world records see http://amd.com/worldrecords. 

ROM-693: 2nd Gen EPYC™ 7H12 powered server with 2 total processors (1-node, 2-socket) scoring 248,942 SPECjbb®2015-MultiJVM critical-jOPS (315,663 max-jOPS, 
http://spec.org/jbb2015/results/res2020q2/jbb2015-20200423-00550.html ) has up to 1.79x the SPECjbb® 2015-MultiJVM Critical performance of the highest competitive score of 138942 
SPECjbb®2015-MultiJVM critical-jOPS (169598 max-jOPS, http://www.spec.org/jbb2015/results/res2019q2/jbb2015-20190314-00428.html) on a Xeon® Platinum 8280 powered server with 
2 total processors (1-nodes, 2-socket) as of 6/9/20. SPEC® and SPECjbb® are trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.

CDNA-02: The AMD Instinct™MI100 accelerator has 120 compute units (CUs) and 7,680 stream cores at 300W. The Radeon Instinct™MI50 GPU has 60 CUs and 3,840 stream cores at 300W. 
CDNA-02 

CDNA-04 : Calculations by AMD Performance Labs as of Oct 5th, 2020 for the AMD Instinct™MI100 accelerator designed with AMD CDNA 7nm FinFET process technology at 1,200 MHz peak 
memory clock resulted in 1.2288 TFLOPS peak theoretical memory bandwidth performance. The results calculated for Radeon Instinct™MI50 GPU designed with “Vega” 7nm FinFET process 
technology with 1,000 MHz peak memory clock resulted in 1.024 TFLOPS peak theoretical memory bandwidth performance. CNDA-04

MI100-04: Calculations performed by AMD Performance Labs as of Sep 18, 2020 for the AMD Instinct™MI100 accelerator at 1,502 MHz peak boost engine clock resulted in 184.57 TFLOPS 
peak theoretical half precision (FP16) and 46.14 TFLOPS peak theoretical single precision (FP32 Matrix) floating-point performance. The results calculated for Radeon Instinct™MI50 GPU at 
1,725 MHz peak engine clock resulted in 26.5 TFLOPS peak theoretical half precision (FP16) and 13.25 TFLOPS peak theoretical single precision (FP32 Matrix) floating-point performance. 
Server manufacturers may vary configuration offerings yielding different results. MI100-4

http://amd.com/worldrecords
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M100-06:  As of SEP 18th, 2020. AMD Instinct™MI100 built on AMD CDNA technology accelerators support PCIe® Gen4 providing up to 64 GB/s peak theoretical transport data bandwidth 
from CPU to GPU per card. Peak theoretical transport rate performance is calculated by Baud Rate * width in bytes *# directions = GB/s per card. PCIe Gen4: 16 * 2 * 2 = 64 GB/s. AMD 
Instinct™MI100 “CDNA” technology-based accelerators include three Infinity Fabric™ link providing up to 276 GB/s peak theoretical GPU to GPU or Peer-to-Peer (P2P) transport rate 
bandwidth performance per GPU card. Combined with PCIe Gen4 compatibility providing an aggregate GPU card I/O peak bandwidth of up to 340 GB/s. Infinity Fabric link technology peak 
theoretical transport rate performance is calculated by Baud Rate * width in bytes *# directions *# links = GB/s per card. Infinity Fabric Link: 23 * 2 * 2 = 92 GB/s. MI100s have three links: 92 
GB/s * 3 links per GPU = 276 GB/s. Four GPU hives provide up to 552 GB/s peak theoretical P2P performance: 276GB/s * 4 GPUs = 1,104 GB/s, divided by 2 = 552 GB/s. Dual 4 GPU hives in a 
server provide up to 1.1 TB/s total peak theoretical direct P2P performance per server: 552 GB/s per 4 GPU hive * 2 = 1,104 GB/s. AMD Infinity Fabric link technology not enabled: Four GPU 
hives provide up to 256 GB/s peak theoretical P2P performance with PCIe® 4.0: 64GB/s per GPU * 4 GPUs = 256 GB/s. Radeon Instinct™MI50 “Vega 7nm” technology-based accelerators 
support PCIe® Gen 4.0* providing up to 64 GB/s peak theoretical transport data bandwidth from CPU to GPU per card. Radeon Instinct™MI50 “Vega 7nm” technology-based accelerators 
include dual Infinity Fabric™ Links providing up to 184 GB/s peak theoretical GPU to GPU or Peer-to-Peer (P2P) transport rate bandwidth performance per GPU card. Combined with PCIe Gen 
4 compatibility providing an aggregate GPU card I/O peak bandwidth of up to 248 GB/s. MI50 based four GPU hives provide up to 368 GB/s peak theoretical P2P performance: 184 GB/s * 4 
GPUs = 736 GB/s, divided by 2 = 368 GB/s. Dual 4 GPU hives in a server provide up to 736 GB/s total peak theoretical direct P2P performance per server: 368 GB/s per 4 GPU hive * 2 = 736 
GB/s. Performance guidelines are estimated only and may vary. Refer to server manufacture PCIe Gen4 compatibility and performance guidelines for potential peak performance of the 
specified server model numbers. Server manufacturers may vary configuration offerings yielding different results. https://pcisig.com/, https://www.chipestimate.com/PCI-Ex- press-Gen-4-a-
Big-Pipe-for-Big-Data/Cadence/Technical-Article/2014/04/15, https://www.tomshardware.com/news/pcie-4.0-power-speed-express,32525.html AMD has not independently tested or 
verified external/third party results/data and bears no responsibility for any errors or omissions therein. MI100-06. 
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MLNTCO-001: The Bare Metal TCO (total cost of ownership) Estimator solution compares the selected AMD EPYC™ and Intel® Xeon® CPU based server solutions required to deliver 
a TOTAL_PERFORMANCE of 25000 unit of integer performance based on published the SPECrate®2017_int_base scores for Intel and AMD measured estimated scores for AMD EPYC 
7003. This analysis is based on tool VERSION: 02/20/2021 v0.9982. This estimation reflects a 4 year time frame.

This analysis compares a 2 CPU AMD EPYC EPYC_7763 powered server with a measured estimated SPECrate®2017_int_base score of 802; compared to a 2 CPU Intel Xeon 
Gold_6258R based server with a SPECrate®2017_int_base score of 397, https://spec.org/cpu2017/results/res2020q3/cpu2017-20200915-23981.pdf. 

Both AMD EPYC and Intel based servers use the same estimated cost for the following elements of the analysis: server chassis size of 2RU at a cost of $2500 per chassis; internal 
storage $380; physical servers managed per admin: 30; fully burdened cost per admin $110500; server rack size of 42; space allowance per rack of 27 sq feet; monthly cost of data 
center space $20 per sq foot; cost per kW for power $0.12; power drop per rack of 12kW; and a PUE (power usage effectiveness of 2).

The EPYC powered solution estimates are: 32 2P EPYC 7763 powered total servers at a hardware only acquisition cost of $19232 per server, which includes total system memory of 
768GB, which is 6GB of memory / core and a total system memory cost of $3072; internal storage cost of $380. The total AMD EPYC hardware acquisition cost for this solution is 
$615424. Each server draws ~611kWhr per month. For the 4 years of this EPYC powered solution analysis the: total solution power cost is ~$225240 which includes the PUE factor; 
the total admin cost is ~$471468, and the total real estate cost is ~$77760. The total 4 year TCO estimate for the AMD solution is $1389892.

The Intel based solution estimates are: 63 2P Xeon Gold 6258R based total servers at a hardware only acquisition cost of $12316 per server, which includes total system memory of 
384GB, which is 6.9GB of memory / core and a total system memory cost of $1536; internal storage cost of $380. The total Intel hardware acquisition cost for this solution is 
$775908. Each server draws ~476kWhr per month. For the 4 years of this Intel based solution analysis the: total solution power cost is $345460 which includes the PUE factor; the 
total admin cost is ~$928200, and the total real estate cost is ~$103680. The total 4 year TCO estimate for the Intel solution is $2153248.
Delivering 25000 of estimated SPECrate®2017_int_base performance, produces the following estimated results: the AMD EPYC solution requires 49% fewer servers [1-(AMD server 
count / Intel server count)]; 25% less space [1-(AMD rack count / Intel rack count)]; 35% less power [1-(AMD power cost / Intel power cost)]; providing a 35% lower 4 year TCO [1-
(AMD TCO / Intel TCO)].

AMD processor pricing based on 1KU price as of February 2021. Intel® Xeon® Scalable processor data and pricing from https://ark.intel.com as of September 2020. All pricing is in 
USD. Results shown here are estimates and actual results may vary. Product and company names are for informational purposes only and may be trademarks of their respective 
owners. SPECrate® scores as of 02/20/2021. AMD EPYC performance numbers based on AMD internal estimates and are subject to change based on actual results. SPEC®, 
SPECrate® and SPEC CPU® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information. AMD EPYC performance 
numbers based on AMD measured internal estimates and are subject to change based on actual results. Results generated by the AMD EPYC™ BARE METAL SERVER TCO 
ESTIMATION TOOL, VERSION: 02/20/2021 v0.9982.

https://spec.org/cpu2017/results/res2020q3/cpu2017-20200915-23981.pdf
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